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AGENDA

• What is Natural Language Processing (NLP) 
• What is Machine Learning (ML) 
• Use ML for NLP 
• An example, the Callista chatbot project



WHAT IS NLP?



WHAT IS NLP?

• The automatic manipulation of 
natural language by software 

• Two main flavours: 
- Linguistic methods/models (e.g. 

WordNet) 
- Machine learning methods/models  

• Purpose: systems that can understand 
human language

Alan Turing ★ 1912  † 1954



USE-CASES FOR NLP

• Advanced customer support / QnA 
(e.g. chatbots) 

• Text categorisation / sentiment 
analysis 

• Summarisation 
• Translation

Also, make loads of do$h!



NLP CHALLENGES



LANGUAGES ARE VAST

… Companies try to ensure that 
customers will be happy with their 
product… 
… our company want to ensure that the 
client is always satisfied with the 
product… 
… Companies like ours need to ensure 
that the buyer is thoroughly satisfied 
with their product…

Picture by Minette Lontsie



LANGUAGES ARE AMBIGUOUS

• “The bank closes at 3 p.m.” vs. “The 
river bank was lined with sea-weed” 

• “The passerby helped dog bite victim” 
• The prime minister met with Ursula 
von der Leyen where she expressed a 
wish for more cooperation

Picture by Regeringskansliet



LANGUAGES ARE VERSATILE

• The cat is on the table 
• The table is under the cat 
• The table-cloth is on the table and the 
cat is sleeping on top of the table-cloth

Picture by TripAdvisor.com

http://TripAdvisor.com


LANGUAGES EVOLVE



WHAT IS MACHINE LEARNING?



WHAT IS MACHINE LEARNING?

“Machine learning (ML) is the study of computer algorithms that can improve automatically through 
experience and by the use of data. It is seen as a part of artif icial intelligence. Machine learning 
algorithms build a model based on sample data, known as training data, in order to make predictions or 
decisions without being explicitly programmed to do so.”

Source: Wikipedia



WHAT IS MACHINE LEARNING?

Test

Evaluate

Adapt

SELF-OPTIMISATION PATTERN RECOGNITION



USE MACHINE LEARNING FOR NLP



WORD EMBEDDINGS / WORD VECTORS
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WORD VECTORS

• Being vectors, we can do certain 
mathematical operations on them 

• A vector points to a position in vector 
space 

• In ML we are generally not 
concerned with the direction of the 
vector
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MACHINE LEARNING AND WORD VECTORS

Word similarity in vector space using t-SNE plot



MACHINE LEARNING AND WORD VECTORS

Word similarity in vector space using t-SNE plot



MACHINE LEARNING AND WORD VECTORS

Word similarity in vector space using t-SNE plot



HOW CAN WE DO THIS?



“You shall know a word by the company it keeps”

- JOHN RUPERT FIRTH



KNOW A WORD BY THE COMPANY THAT IT KEEPS

… code necessary making our microservices 
publish monitoring data prometheus…

Illustration by Magnus Larsson, Callista Enterprise AB

… requests are passed between microservices 
storage backends with messages…

… trace id is across microservices using http 
amqp headers…

Microservices seems to have something to do 
with: code, data, requests, backend, messages, 
trace id and http
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KNOW A WORD BY THE COMPANY THAT IT KEEPS

… code necessary making our microservices 
publish monitoring data prometheus…

Illustration by Magnus Larsson, Callista Enterprise AB

… requests are passed between microservices 
storage backends with messages…

… trace id is across microservices using http 
amqp headers…

Microservices seems to have something to do 
with: code, data, requests, backend, messages, 
trace id and http



BUILD WORD VECTORS



WORD2VEC - CONTINUOUS BAG-OF-WORDS (CBOW)
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Word vectors



WORD2VEC - CBOW

dolor ?

mean(context vectors)

predict(focus word)

sit ametLorem Ipsum

(Word vectors!)

update(focus word)



WORD2VEC - CBOW

Training: 
• ~50k vocabulary 
• 50 dimensional word vectors 
• Window size: 5 (i.e. 10 context 

words) 
• Avg. training time/epoch: 48-50 min

James van der Beek - Dawson’s Creek



WORD2VEC - SKIP-GRAM
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WORD2VEC - SKIP-GRAM

predict(in context)

sitdolor

(Word vectors!)

dolor

update(focus word)

Dot-product(words)



WORD2VEC - SKIP-GRAM

Training: 
• ~50k vocabulary 
• 50 dimensional word vectors 
• Window size: 5 (i.e. 10 context 

words) 
• Avg. training time/epoch: 27-28 min

Will Smith - TV Interview



GLOVE
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GLOVE
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GLOVE
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GLOVE

Training: 
• ~50k vocabulary 
• 50 dimensional word vectors 
• Window size: 5 (i.e. 10 context 

words) 
• Avg. training time/epoch: 8-9 min



CAN WE GET EVEN BETTER?



TIMELINE

Time 2013 20152014 2016 2017 20182012

Word2Vec 
Google

GloVe 
Stanford

FastText 
Facebook 
AI Lab

Elmo 
Allen institute 
for AI



HOW CAN WE USE THIS?



CALLISTA CHATBOT PROJECT



CALLISTA CHATBOT PROJECT

https://callistaenterprise.se/blogg/



CALLISTA CHATBOT TEAM

Peter Hernfalk Sara Adenbrant



CALLISTA CHATBOT PROJECT

• Interpret user input 
• Identify relevant blog posts

Hi. I’m. 
Chad. 
How. 
May.  
I.  
Help?

Chad

Ok, 
bye!



INTERPRET USER INPUT



SENTIMENT ANALYSIS

Problem: 
We understand words, but how do we 
distinguish between: 
“This was very good” vs.  
“This was not very good”



CHATBOT: SENTIMENT ANALYSIS

Hey Chad, this 
was not very 

good

was not

not very

very good

this was

was not

not very

not

very

good

TrigramsBigrams

not + very + goodvery + good

(Word vectors!)

conv(very + good) conv(not + very + good)

Dense (combine)

Softmax Sentiment == 
“negative”?



IDENTIFY RELEVANT BLOG POSTS



CHATBOT: IDENTIFY INTERESTING BLOGS

It’s a blog!

dolor ?

mean(context vectors)

predict(focus word)

sit ametLorem Ipsum

update(blog vector)

“Blog vector”



USEFUL RESOURCES

• https://towardsdatascience.com/ 
• https://keras.io/ 
• https://nlp.stanford.edu/projects/glove/ 
• https://fasttext.cc/ 
• https://allenai.org/allennlp/software/elmo 
• https://youtu.be/OQQ-W_63UgQ 

https://allenai.org/allennlp/software/elmo


THE ENDTHANK YOU!


