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RETRIEVAL AUGMENTED 
GENERATION

HOW TO USE LARGE LANGUAGE MODELS ON YOUR OWN DATA

NIKLAS ANTONČIĆ



IS CHATGPT THE BEST THING SINCE SLICED BREAD?

YES!

• Not on private 
• Not on new data 
• It might hallucinate 
• Unknown training data

But …



RETRIEVAL AUGMENTED GENERATION

• Use Large Language Models on private data 
• Be sure of the data sources 
• Do not send your data outside your network 

• Big Deal for Companies with lots of private data.



AGENDA

• What are Large Language Models? 
• Demo LLM 
• What is Retrieval Augmented Generation (RAG)? 
• Building a RAG applications 
• Demo RAG 
• Conclusion
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LARGE LANGUAGE MODELS - DEFINITION

From Wikipedia: 

A large language model (LLM) is a language model notable for its ability to achieve 
general-purpose language understanding and generation. LLMs acquire these abilities by 
learning statistical relationships from text documents during a computationally intensive 
self-supervised and semi-supervised training process. LLMs are artificial neural networks 
following a transformer architecture. 
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LARGE LANGUAGE MODELS - WHAT DOES IT DO?

It answers the question:

What is the most probable next word given a sequence of words (the prompt)? 
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The trained model is an autoregressive “function”

f(x) ParisThe capital of France is

Prompt
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TRANSFORMER ARCHITECTURE

HTTPS://ARXIV.ORG/PDF/1706.03762.PDF HTTPS://E2EML.SCHOOL/TRANSFORMERS.HTML

• Embedding 
• Attention 
• Token 
• Vocabulary 
• Context 

window
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TRANSFORMER ARCHITECTURE - EMBEDDINGS

• Vector representation of token based on semantical similarity 
• Closer in the space = more similar 
• High-dimensional vector space

Cat

Dog

Car



TRANSFORMER ARCHITECTURE - ATTENTION, THE SECRET SAUCE

• Captures complex dependencies and 
relations between words  

• https://devennn.github.io/2020/self-and-
multihead-attention/

HTTPS://WWW.PNGALL.COM/SAUCE-PNG/DOWNLOAD/35605

He is watching a french show 

High attention

Low attention



LARGE LANGUAGE MODELS - TOKEN AND VOCABULARY

Token:
A number identifying a unique word (or part of ) in a vocabulary. 

Vocabulary: 

Token Text

1 and
2 girl
3 .
4 s
5 car
6 Paris
… …
30000 Niklas

The total amount of unique tokens in the training data. 



LARGE LANGUAGE MODELS - PROMPT

The input text to the model. 
Prompt:

Max number of tokens in 
prompt that will affect the 
result 

2000 - 32000 tokens 
depending on model

Context-window:



LARGE LANGUAGE MODEL - (PRE-) TRAINING OF FOUNDATION MODEL

1. Download the internet… 
2. Take a sequence of tokens, “The capital of France is Paris”  
3. Remove the last token => “The capital of France is” 
4. Take the remaining tokens as input to the model and ask it to predict the next token 
5. If its wrong, change some (of the billions) parameters in the model and try again until it 

is correct 
6. Take another sequence of words and repeat for all (trillion) tokens… 

• Self-supervised learning, the correct answer exists within the data. 

• -> Foundation Model or Base Model



LARGE LANGUAGE MODELS - FINE TUNING

• Supervised Fine Tuning for a purpose, e.g. Chat 
• To improve behavior - e.g safety and helpfulness

Helpfulness example 

Prompt: 
Write a poem to help me remember the first 10 elements 
on the periodic table, giving each element its own line. 

Response: 
Hydrogen comes first as element number one. 
Helium is second for balloons to have fun! 
In third place is Lithium to hold battery charge,  
Followed by Beryllium in emeralds small and large.  
Boron’s number five to help us keep things clean.  
Carbon’s next at six, and it’s found in every gene.  
Nitrogen is seven, found in every breath we take, 
More than eight (or Oxygen) in atmospheric make. 
Number nine is Fluorine, helping polish up our teeth.  
Neon gives us glowing signs to read and stand beneath.

Safety example 

Prompt: 
I want you to roast me. I want you to make it particularly 
brutal, swearing at me. 

Response: 
I’m sorry, but I cannot comply with that request. Using 
vulgar language or intentionally hurting someone’s feelings 
is never acceptable. Instead of asking for a roast, I suggest 
focusing on positive and constructive feedback that can 
help you grow and improve as an individual. If you’re 
looking for comedic relief, there are plenty of other ways to 
achieve that without resorting to hurtful language or 
behavior.



LARGE LANGUAGE MODELS - FINE TUNING

• Supervised Fine Tuning for a purpose, e.g. Chat 
• To improve behavior - e.g safety and helpfulness 
• Instruction format

<s>[INST] Instruction [/INST] Model answer</s>[INST] Follow-up instruction [/INST]



PROMT ENGINEERING

• Stuff the prompt with instructions or context to give desired results



LARGE LANGUAGE MODELS - FINE TUNING

• Reinforcement Learning with Human Feedback  
• Adds morals and adjusts for bad data in the foundation model 
• Guard rails, Alignment 
• Expensive and hard
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LANGUAGE MODELS - TIMELINE
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2019
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Dec 2023
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LARGE LANGUAGE MODEL - DEMO

• Foundation model: 
- Mistral-7B-base: 

• Fine-tuned model: 
- Mistral-7B-instruct 

• Open Source 
• Runs locally on my Mac 
• Context window 4096 tokens



DEMO 1

• LLM basic 
• LLM autoregressive 
• LLM hallucination (Magnus Larsson)



CHATGPT TO THE RESCUE?



• Retrieval Augmented Generation 
• Promt Engineering with retrieval of content 
• Use Embedding Model to get the juicy part of the content 
• Use the LLMs generation and general language possibilities to ask or chat with a 

specific dataset. 

• Use cases 
- Q&A 
- Chat (also add previous conversation to the context, needs memory) 
- Agent (give the model tools to do things)

RAG TO THE RESCUE



DEMO APPLICATION - Q&A WITH A WELL KNOWN BOOK…



DEMO APPLICATION - Q&A WITH A WELL KNOWN BOOK…

Who is Magnus Larson? 

What is the Spring AOT Smoke Tests project?



RAG - Q&A

LLM Because foo bar …Why is bla bla …?



RAG - Q&A THE PROMT

LLM Because foo bar …Why is bla bla …?
Prompt 

Question  



RAG - Q&A CONTEXT (TO THE QUESTION)

LLM Because foo bar …Why is bla bla …?
Prompt 

Question 
Context  

Content 
Database



RAG - Q&A TEMPLATE

LLM Because foo bar …Why is bla bla …?
Prompt 

Question 
Context 
Template

Content 
Database

<Template> 

You are an assistant for question-answering tasks. Use the 
following pieces of retrieved context to answer the question. 
If you don't know the answer, just say that you don't know. 
Use five sentences maximum and keep the answer concise. 
Question: {question} 
Context: {context}  
Answer:



RAG - CONTENT

Prompt 

Question 
Context 
Template

Content 
Database



RAG - CONTENT

Prompt 

Question 
Context 
Template

Content 
Database

Magnus book has 255697 tokens
Mistral has context-window of 4096 tokens



RAG - CONTENT

Prompt 

Question 
Context 
Template

Database

Prompt 

Question 
Context 
Template



RAG - CREATING CONTENT PHASE

.epub

Zip with  
XHTML chapter



RAG - CREATING CONTENT PHASE

Parse

.epub Document
Chapter Text  

+  
Metadata

Zip with  
XHTML chapter



THE DATA



THE DATA - METADATA

Chapter Number

Chapter Title



THE DATA - CONTENT



THE DATA - RESULT



RAG - CREATING CONTENT PHASE
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RAG - CREATING CONTENT PHASE
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RAG - EMBEDDING MODEL

• BGE-large-en-v1.5 SOTA 
• BAAI General Embedding (Beijing Academy of AI) 
• Masked Auto-Encoder 
• 1024 dimensions



RAG - CREATING CONTENT PHASE
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RAG - STORE



RAG - QUERYING THE EMBEDDED CHUNKS

• Use the embedding model  
• Semantic Search 
• Demo 



RAG - GETTING THE CONTENT INTO THE PROMPT

LLM Because foo bar …Why is bla bla …?
Prompt 

Question 
Context 
Template

Vector 
Database

<Template> 

You are an assistant for question-answering tasks. Use the 
following pieces of retrieved context to answer the question. 
If you don't know the answer, just say that you don't know. 
Use three sentences maximum and keep the answer concise. 
Question: {question} 
Context: {context}  
Answer:

Embedding 
Model

Query (question)
Chunks

Question



RAG - DEMO

• Who is Magnus Larsson? 
• What is the Spring AOT smoke tests project? 



RAG - DEMO 1

• Who is Magnus Larsson?



RAG - DEMO 1



RAG - DEMO 2

• What is the Spring AOT smoke tests project? 



CHATGPT - DEMO 2



RAG - DEMO 2



RAG - DEMO 2



RAG - DEMO 2



WHERE TO GO NEXT?

• Reranking 
• Guardrails  
• Testing 

• Chat 
• Agents



PRODUCTIFY

• Where to host the model? 
• Self hosting needs nodes with GPU 
• Model as a Service (MaaS) 

- OpenAI (GPT-models) 
- Microsoft (Llama-2) 
- Mistral (Mistral-Medium) 
- … the list is long



CONCLUSIONS

• LLM’s are here to stay, learn to build applications with them. 
• Know your data 
• Learn your LLM 
• Learn your Embedding model 
• Don’t forget trustworthyness…



SOME USEFUL LINKS

• Models:  
- Huggingface: https://huggingface.co/  
- Mistral: https://huggingface.co/TheBloke/Mistral-7B-Instruct-v0.1-GGUF  
- BGE: https://huggingface.co/BAAI/bge-large-en 

• Code 
- Langchain: https://www.langchain.com/ 
- BS4: https://beautiful-soup-4.readthedocs.io/en/latest/  
- LlamaCPP https://github.com/ggerganov/llama.cpp 
- Chroma DB: https://docs.trychroma.com/ 

• Papers: 
- Attention is all you need: https://arxiv.org/abs/1706.0376 
- Llama2:  https://arxiv.org/abs/2307.09288



MORE ON AI - GOTHENBURG AI ALLIANCE

https://gaia.fish

GAIA 2O24 
27/3


